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1. OS options for a napp-it ZFS Storageserver

Napp-it is an add-on to build a webmanaged ZFS storageserver appliance on some general use enterprise ope-
rating systems. You can select or update them quite independently from napp-it or napp-it updates. Napp-it is
transparent with console commands or management that is done with an optional 0S-GUI like Mate. This means
no vendor lock-in regarding hardware and no lock-in regarding operating systems.

Main platform for napp-it is Oracle Solaris - the origin of ZFS and distributions based on lllumos, the

OpenSource fork of Solaris. Most known distributions based on lllumos are NexentaStor, OmniOS, Openindiana
and SmartOS. Napp-it currently supports OmniOS and Openindiana. Both are OpenSource and a free Solaris based
alternatives to the commercial closed source Oracle Solaris. Common for all Solaris based options (Solarish) is the
unique integration of OS, ZFS, disk management and services, all maintained by the OS supplier itself. The reason
why Solaris solutions are often zero config, where services just work with disk detection based on unique WWN
numbers and a working fault management/ disk hotspares. OS updates are troublefree and do not brake ZFS.

On a minimalistic Solarish OS like 0I/OmniQS, all functions related to ZFS or storage like iSCSI/FC, NFS or
SMB are just available and working after initial setup. On a minimalistic Linux OS, nothing is working and
for every problem there are several solutions each with its own handling, advantages and disadvantages.

Your napp-it options are:

1.1 Oracle Solaris 11.x (the genuine Solaris)

Oracle Solaris is a commercial OS. You can download Solaris for tests and development from http://www.oracle.
com/technetwork/server-storage/solaris11/downloads/index.ntml. Any commercial use requires a paid subscription
that covers support and bugfixes. Development for Oracle Solaris is since 2010 independent from developments
of the free Solaris fork and Open-ZFS around Illumos. Oracle Solaris comes with its own ZFS v. 43 implementation
that is incompatible with Open-ZFS v5000. (Solaris 11.4)

Main advantage of Oracle Solaris:

- ZFS Encryption as a ZFS property (each encrypted ZFS filesystem can have a different key)

- fastest resilvering on disk failures and scrubbing ( https://blogs.oracle.com/roch/entry/sequential_resilvering )
- fastest ZFS server (in my tests faster than the Solaris forks )

- best integration of OS, ZFS v43 and services with Dedup2 deduplication (Solaris 11.4)

- full-featured OS, Oracle maintains OS, ZFS and projects like Crossbow (network), iSCSI/IB/FC, SMB3 and NFS 4.1

Main disadvantage compared to Open-ZFS
- not compatible with Open-ZFS v5000
- not free

1.2 Openlindiana (Distribution based on the free Solaris fork Illumos)

Openlindiana is a distribution that is not only based on Illumos but more or less pure lllumos. Additionally to
those features that are part of Illumos it follows the idea of the former OpenSolaris with a minimal text-edition
for server use and GUI edition with a desktop for local server management with a filebrowser and firefox for local
napp-it management. Development of Openindiana is done in a rolling way with a snapshot/isos every 6 months
and a repository with newest bits where a pkg update gives you the newest development state.

Main advantage

- Just enough OS for a ZFS storage server with iSCSI/FC, NFS and SMB (textedition)

- GUI edition with a desktop (Mate) and apps like mailclient, browser or office apps

- best integration of 0S, Open-ZFS v5000 and services

- full-featured OS, Illumos maintains OS, ZFS and projects like Crossbow (network), iSCSI/IB/FC, SMB and NFS

This is the de facto reference distribution of lllumos
There are talks about a collaboration with OmniOS
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1.3 OmniOS (Distribution based on the free Solaris fork [llumos)

OmniOS is now a community driven distribution that is based on Illumos. Additionally to those features that are
part of lllumos it adds some features like LX zones/ Linux container. This features are from Smart0S, another
lllumos distribution but not yet upstreamed to the common lllumos. Main use case for OmniQS are systems with a
focus on stability, security and performance. OmniOS is a very minimalistic OS that is mainly reduced to ZFS, net-
work and storage services that are maintained by lllumos like iSCSI/FC, NFS and the ZFS embedded SMB server to
provide best stability in production environments. OmniOS has stable/ long term stable editions, each with its own
repository. More, see http://www.omniosce.org/ or https://gitter.im/omniosorg/Lobby

Main advantage

- Just enough OS for a ZFS storage server with iSCSI/FC, NFS and SMB

- Linux and Bhyve container, ZFS encryption, trim, removeable/ special vdey, sequential resilver, system checkpoints
- best integration of 0S, Open-ZFS v5000 and services like native multithreded kernelbased SMB3

- full-featured OS, lllumos maintains OS, ZFS and projects like Crossbow (network), iSCSI/IB/FC, SMB and NFS

- stable/ long term stable with dedicated repositories

- The commercial support option for OmniQOS .

1.4 napp-it on Linux (ZoL, beta - no support)

Napp-it runs on ZFS/Zol enabled Linux distributions. Functionality of napp-it is reduced to ZFS/Snap management,
Job-management and basic share management functions. As ZFS, ZFS update procedures, autostart options, setup
with repositories and disk detection options are different between distributions, the napp-it online wget installer
setup napp-it but without ZFS or autostart options for napp-it or jobmanagement.

Main advantage

- best hardware support (although a ,best use” Linux storageserver is quite identical to BSD or Solaris one)
- best application support for services beside the common iSCSI, NFS and SMB service.

- SAMBA with many sharing options

- Linux knowledge/ marketshare

Main disadvantage compared to Solarish
- complicated ZFS setup and updates procedures
- not the ,it just work/ zero config" experience especially with ZFS and disk detection or NFS, SMB and iSCSI/FC
- SAMBA with quite complicated setup, without SMB groups, ZFS snaps as Windows previous versions
or Windows SID/ Windows ntfs alike ACL permissions that allows a backup/ restore in an AD environment
without any additional setting as this is part of the OS/ZFS.

Just compare:
If you install any minimal Linux: nothing is working. You must install ZFS and all services.
Now update to a newer release, propably something is broken

Install a minimal Solaris, OmniOS or Ol, ZFS: iSCSI, NFS and SMB are working as they are part of OS and ZFS. there.
Update to a newer version and everything is working as the OS maintainer (Oracle, Illumos) cares of all.

1.5 Barebone setup vs virtualized NAS/SAN

A napp-it storage appliance can be installed in a barebone setup directly on hardware or virtualised ex under ESXi
if you want all features of a Solarish storage appliance paired with full type-1 virtualisation of any guest OS. ESXi
can access the ZFS storage appliance via iSCSI or NFS (I recommend NFS).

If you want additional container virtualisation for Linux guests (LX or Docker) you can either use OmniOS with
LX zones/container or virtualize a dedicated OS with Docker on ESXi or Docker or Vsphere Integrated Containers.

If you use a Linux system with ZFS and any sort of virtualisation layer, you can either use the Linux version of
napp-it for ZFS management or you can use a (virtualised) Solaris storage appliance via iSCSI or NFS that offers a
lot more features beside basic ZFS options.
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2. Napp-it on OmniOS

OmniOS is a comunity driven project with a stable, a longterm stable and a bloody, see http://www.omniosce.org/
Prefer the latest stable or LTS edition. To support further development consider a patronage when using the OS in
a home/Soho environment or the commercial support option from the OmniQS developpers.

2.1 Installation of OmniOS community edition

If you want to install from CD/DVD, burn the .iso installer to a CD-R/DVD-R and boot
If you want to install from USB stick (min 1GB), use the usb image and the imager from openzfs.nfg-gmuend.de
If you want to install in ESXi, copy the iso file to an ESXi datastore and use a virtual DVD drive with the iso

1. Boot from the OS installer r1510xx

2. Install ,0mniOS" to disk (use whole disk, boot poolname is rpool) and set network name resolution to DNS
3. Run the online napp-it wget installer wget -O - www.napp-it.org/nappit | perl

4. If you install on ESXi, install vmware tools via pkg install open-vm-tools

5. Set a root and napp-it PW via passwd root (to set a Unix and SMB password) and reboot

6. Connect a browser to http:/[ip:81 or https://ip:82 for appliance management.

see the following screenshots:

Welcome to the OmniDSce installer

lelcome to the OmnibSce installer:

. Boot Multi User [Enterl

. Boot Single User
. Escape to loader prompt
. Reboot

Options:

5. Configure Boot Options...
6. Boot from Hard Disk

Autoboot in 5 seconds. [Spacel to pause

First bootscreen Select a bootdisk and edit Boot Pool configurations
Boot installer, then select your keyboard on next screen

Onni0S wil r151027 OmnidS vll r151027

ZFS Root Pool Configuration
Welcome to the OmniOSce installer

Continue

Continue with the installation.

You must maintain root pool name = rpool (default) Select Configure and ,Configure Networking"
Prefer the other defaults. In next screens set hostname, Preferred setting: DHCP (auto, requires DHCP server)
timezone/location. OS language is (and must be) English other settings: optional, then go back and reboot

[Sun0S Release 5.11 Version omnios-master-edcaba?hd3 64-bit H .
[Copyright (c) 1983, 2010, Oracle and-or its affiliates. All rights reserved. I‘Ogln as rOOt (defau‘t no paSSWOfd]

[Copyright (c) 2017-2018 Onni0S Community Edition (OmniOSce) Association.

[NOTICE: hma_vnx_init: CPU does not support UMX

Hostnane: bloody2? P . . .
then setup napp-it via online-installer:

jbloody2? console login: root

P a: #wget -0 - www.napp-it.org/nappit | perl
L::i“?zyin: Wed Oct 10 20:54:56 2018 on comsole g pp g/ pp ‘ p
j0ct 10 20:56:29 bloody2? login: ROOT LOGIN /dev/console

onnins 5.11 onnios-master-edcaba?bd3 Septenber 2018 ) . .

root@hloodyz?: ~1 I This starts the online installer

rootebloodyz? “i uget -0 - wuw.mapp-it.org/nappit | perl_ |

When the napp-it installation has finished, set passwords
for root and napp-it (account napp-it is disabled but pw is required)

# passwd root
# passwd napp-it



http://www.omniosce.org/
http://openzfs.hfg-gmuend.de
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If you have not set network with the installer option, you can set it manually at console
Initial network setup options at console:

- Bootup your system: login as root

- list all physical nics: dladm show-link (ex e1000g0)

- create a logical nics: ipadm create-if €1000g0

- use DHCP for this if: ipadm create-addr -T dhcp e1000g0/dhcp

- add nameserver: echo ,nameserver 8.8.8.8" >> [etc/resolv.conf -> OS is installed onto
- use DNS: cp [ete/nsswitch.dns [etc/nsswitch.conf

- install napp-it: wget -0 - www.napp-it.org/nappit | perl

- set root pw (X,SMB): passwd root

- set napp-it pw: passwd napp-it (required for sudo)

- reboot and login: use a webbrowser to connect http://ip:81

If napp-it reports a sudo: PAM account management error: Permission denied,
you have forgotten to update napp-it first. To fix this, delete the napp-it entry in [etc/user_attr

Your system is up and ready now, optionally update OmniOS or napp-it to a newer release (see next page)
Keep language settings to us/en or some scripts may not work due to different ZFS date strings
If you use OmniOS-CE commercially, consider commercial support, see https://www.omniosce.org/invoice.html

2.2 Update OmniOS (base OS without zones)

If there is a LTS version in your upgrade path, always upgrade to next LTS first !

Repositories:
https://www.omniosce.org/info/ipsrepos.html

Upgrading:

https://www.omniosce.org/upgrade.html

Update from OmniOS-CE newest stable to bloody (unsupported)
# step 1: update to newest stable first, then update, optionally update pkg first via pkg update pkg
pkg update; reboot; (optional)

pkg unset-publisher omnios

pkg set-publisher -P --set-property signature-policy=verify -g https://pkg.omniosce.org/bloody/core omnios
pkg update

reboot

Update from OmniOS-CE bloody to next stable (unsupported)

# step 1: update to newest bloody first, then update, optionally update pkg first via pkg update pkg example 031-> 032
pkg update; reboot; (optional)

pkg unset-publisher omnios

pkg set-publisher -P --set-property signature-policy=require-signatures -g https://pkg.omniosce.org/r151032/core omnios
pkg update
reboot

Update from OmniOS-CE 151038/40/42 to 151046 long term stable

(update from 30/32/34/36 -> 38 LTS-> 46 LTS)
https://github.com/omniosorg/omnios-build/blob/r151044/doc/ReleaseNotes.md

update updater then update via pkg update; reboot; (optionally update old system to newest prior an update)

pkg unset-publisher omnios

pkg unset-publisher extra.omnios

pkg set-publisher -g https://pkg.omnios.org/r151046/core omnios

pkg set-publisher -g https://pkg.omnios.org/r151046/extra extra.omnios
pkg update pkg

pkg update

reboot


https://www.omniosce.org/invoice.html
https://www.omniosce.org/info/ipsrepos.html
https://www.omniosce.org/upgrade.html
https://github.com/omniosorg/omnios-build/blob/r151026/doc/ReleaseNotes.md
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Update from OmniOS-CE 151030 to 151032/34/36/38 stable (update from 030 -> 032/34/36/38)
https://github.com/omniosorg/omnios-build/blob/r151030/doc/ReleaseNotes.md
https://github.com/omniosorg/omnios-build/blob/r151038/doc/ReleaseNotes.md

update updater then update via pkg update; reboot; (optionally update old system to newest prior an update)

pkg unset-publisher omnios

pkg unset-publisher extra.omnios

pkg set-publisher -g https://pkg.omniosce.org/r151038/core omnios

pkg set-publisher -g https://pkg.omniosce.org/r151038/extra extra.omnios
pkg update pkg

pkg update

reboot

Update from OmniOS-CE 151028 to 151030 LTS (LTS can be updated from any release since last LTS)
https://github.com/omniosorg/omnios-build/blob/r151030/doc/ReleaseNotes.md

Prior an update you must uninstall apps that are no longer available ex gcc48, gee5 and gee6 (pkg uninstall gec48, install gee7 later)
run a ,pkg list | grep gee | grep -v runtime” and uninstall all gcc related packages for gee lower gec7

pkg update; reboot; (optionally update old system to newest)

pkg unset-publisher omnios

pkg set-publisher -g https://pkg.omniosce.org/r151030/core omnios
pkg update
reboot

Update from older OmniOS

| would

save [var/web-gui_my/*

write down users with their uid

reinstall newest 0S

restore [var/web-gui_my/* and recreate users

2.3 OmniOS on ESXi

OmniOS is a very stable OS for a virtualized SAS under ESXi. | introduced this idea in 2010 and use this configuration since then in my own
production systems. You can do a regular setup on ESXi (use 6.7U3) onto a 30GB virtual disk on a local ESXi datastore. Then install vmware
tools via pkg install open-vm-tools. Use a dedicated HBA in pass-through mode to give OmniOS direct disk access with its own HBA driver.
Create a ZFS and share it via NFS. You can then use this NFS/ZFS datastore for all other VMs. Please bootup this storage VM as first VM.

2.4 Solaris 11.4 on ESXi

Update to newest Solaris 11.4. At home update to Solaris 11.4 CBE via pkg update (confirm license):

Solaris is the fastest and most feature rich ZFS server. You can use it as a virtual storage appliance under ESXi with the genuine
VMware tools from Vmware.


https://github.com/omniosorg/omnios-build/blob/r151026/doc/ReleaseNotes.md
https://github.com/omniosorg/omnios-build/blob/r151026/doc/ReleaseNotes.md
https://github.com/omniosorg/omnios-build/blob/r151026/doc/ReleaseNotes.md
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3. Napp-it on Openindiana Hipster
http://docs.openindiana.org/handbook/getting-started/

3.1 Openindiana minimal text edition (https://www.openindiana.org/download/)
Download Openindiana Hipster minimal text edition as an iso or usb installer and boot.
Select keyboard, language, Install Ol and bootdisk, automatically network (DHCP), timezone and root pw

Where should Openindiana be installed? Uhere should OpenIndiana be installed?
Reconmended size: 4.1GB Mininun size: 2.16B Reconnended size: 4.1GB Mininun size: 2.16B

Use Type  Size(GB) Boot Device HManufacturer Notes Use Type  Size(GB) Boot Device Manufacturer Notes

(>1°SCS T

A GPT labeled disk was found. The following is proposed.ed. A GPT labeled disk was found. The following is proposed.ed.

Prinary Size(GB) Logical Size(GB) Prinary Size(6B) Logical Size(GB)

after next boot, login as root and install some basic tools that are needed for napp-it via pkg command:

pkg update to optionally update to newest minimal edition, you must reboot then

pkg install sudo

pkg install gnu-coreutils

pkg install unzip

pkg install wget

wget -0 - www.napp-it.org/nappit | perl # reset root pw after napp-it setup to create an SMB PW

optionally
Add ESXi vmware tools: pkg install open-vm-tools
Keep language settings to usfen or some scripts may not work due to different ZFS date strings

3.2 Openindiana reqular text edition (adds languages and comes with more tools)
This is the default basic install, just install napp-it per wget

3.3 Openindiana GUI edition/ Live edition with desktop
You can boot the Live edition from USB or ISO with the option to install to disk for troubleshooting
or to install Openindiana GUI edition or text edition.

Ob Applications Places System (&3(* . [ (-] Mon Apr 24, 17:50

Jack's Home

Openindiana_Live_
XB6

GParted Partition
Editor



http://docs.openindiana.org/handbook/getting-started/
https://www.openindiana.org/download/
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3.4 Openlindiana (GUI edition) on ESXi 6.7

Download the 2018.04 iso installer from openindiana.org and login to the ESXi webconsole,
click on Storage under Navigator, right mouse-click on a datastore and select Browse. Create a folder named iso
and upload the iso installer to this folder:

vmware: ESXi”

= Navigator 3 focanostiosaidoman - torag
- @ st | Dststores | Adapers  Devices
— [RDete (3 Mowe 3 Copy £ Createdectry | @ Retesh
Monior 3 New datastore o Registera Wt () Datastore browser | @ Refresh Qsearcr SEXTEND
[~ G vranerees ED| | e e e =
£ datstoret sso 1408 W14GB  511GB WSS Supored  Sege
B oo 2568 7eG8  3M4BCE NS Swponed  Singe
8 ) debian5.0-amdbi-netnstiso
2items
1 Rerame . ) F
|| & Dete 3 G dev 15128 e 08 50
g rowse 120164 50
1201701
 Registera "
8, Pemissons

) OmNIOS_Text_bloady_20170117 550

Next create a new VM of guest family ,Other" and guet os ,Oracle Solaris 11 64bit", select a datastore (best on ZFS)
and customize VM settings. Click on ,Add other device", select CD/DVD. Switch CD/DVD setting from Host device
to dastastore Iso file and select the Openlindiana installer .iso. You can now boot the VM from the Live DVD.

vmware' ESXi* 0@z 19205 - | hep - | (GRS
72 Navigator £ 02016 10_gui
7 Conoe 8 oror @ Poveroft 11 Suspent @ Reset | ot | @ Refesh | £ Actons
" : § 12016.10_gui
Customize settings o109 . o [
e " ooty oy
e (At verson 19
o MEMORY
o8
M Opbons s
S ety o st L ETTS somee g
2 A hard disk 9 Add network acapter | & Add olher device 200K8
» @ cru L | 2 Newnaraisk
22 Existing hrg sk
» 8 bemory @ vivare Vitare
| . Network adapter s o8 oot et Tools
» 2 Hard isk 1 ons
» 8 5CSi Conirllr 0 " b ~ General nformaton
@ OB (0 e General nformat
» G Networng No etk nfomaton
2 SATA Conlroller0 @ seritport
» 68 Vivare oo Notnstled £ acions
B Parael port
US8 controer 1 b » B sorage Tk
USB coniroller
(5 Notes 7 Edtrotes
» B Netvork Adapter 1
~ Porformance summary lssthour
» [ video Card ol © sowdcontoler il
OComsumedtost Py @Reasy
T POl device @ Consumed host memory.

You can click on the monitor preview to enlarge the view. It is suggested to use the optional remote console
Right-click on the console windows and Download VMRC. After downloading select Launch remote console.

vmware ESXi ro@i7219205 | Hep~ | (YT

' 012016.10_gui - VMware Remote Console = [u] X

S ‘yMRCv n- o4 LX=WOR O}

b Applications_Places _System

1 Navigator | & oro16.10_gui

m Poweroff gs Suspend Resel | 7 Edt | G Reffesh | £ Actons
----- 012016.10_gui

G o
T ES06.5 and iter (Wi version 19) “
® pomr o
2.99KB 8

# Download VWRC

Ganers o
Pemissins
Y
&R Vitwiare Tools (5 Editnotes L Actic
3 strage o Renam
5 Mot e
e
@ Heb @ConsumedhosicPU @Reaty
@ Gorsumed ot

mﬂ‘ ) Ovenina new window

The remote console has a better reactiveness and less problems with special characters than the pure webconsole.
Now click on Install OpenIndiana and install to a virtual ESXi disk (>30 GB) and answer the setup questions.
Without special needs, use the whole virtual disk as systemdisk for Ol. During setup add a temporary root

password (must be changed on first use) and create a regular user with a password. Remember them!

To escape the mouse from the ESXi console, press Ctrl + Alt on your keyboard.
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3.5. Configure Openlindiana (GUI edition with Mate desktop)

Install the version with a GUI for local system and file management + Firefox for napp-it management locally

see also https://wiki.openindiana.org/oi/MATE+1.18+Desktop

After booting the live edition from DVD or an USB stick, click on ,Install Openlndiana” and install to a disk (>30 GB)
and answer the setup questions. Without special needs, use the whole disk for Ol. During setup add a temporary
root password (must be changed later) and create a reqular user with a password. Remember them!

After setup and reboot, the system comes up with a login screen. Login as the regular user from setup.
Open a terminal and enter su for root permissions. Enter root pw. On first use you must change root pw.

On ESXi use v6.5d. You must use the remote console after downloading VMRC (menu console) or mouse is not
working. Install vmware tools via pkg install open-vm-tools (reboot) optionally update packages via pkg update

Install napp-it then via wget -0 - www.napp-it.org/nappit | perl
After napp-it is installed run a passwd root to create an SMB password for root, optionally reboot

¥ 012016.10_gui - VMware Remote Console

wre- | Il + & H

Ol Applications Places System (&3

¥ 012016.10_gui - VMware Remote Console

wre~ | Il + & B

Ob Applications Places System (&3 L3

Terminal

File Edit view Search Terminal Help File Edit View Search Terminal Help

admin@openindiana:~§ su
Password:
root@penindiana: —# 1
root@openindiana: ~# pkg install open-vm-fools
Packages to install: 2
services to change: 1
Create boot environment: No
Create backup boot environment: No

-thats it, have fun
-connect your browser to http://serverip:8l

your network-ip"s:
inet 127.0.0.1 netmask ffoooooo
inet 172.17.11.125 netmask ffff0000 broadcast 172.17.255.255

DOWNLOAD FILES  XFER (MB)  SPEED
Completed 62/62 9.6/0.6 1.3W/s

-> install-log see /home/admin/setup-napp-it.log

| ] > first-time install: reenter root-password with passwd root (needed for smb)

PHASE ITEMS

Installing new actions 107/107
Done

-> reboot is suggested but not needed if you set current BE as default
-> on updates, you can restart napp-it via /etc/init.d/napp-it restart!!

Creating fast lookup database Done
root@openindiana: ~# If you like napp-it, please support us and use napp-it PRO
root@openindiana:~# wget -0 - www.napp-it.org/nappit | perlll
root@openindiana: ~#
root@openindiana: ~# passwd root
New Password:

B Terminal

open firefox with URL http://localhost:81

¥ 012016.10_gui - VMware Remote Console - [s] X Ol Applications Places System "%
wrce | 11 - & a6 el

O Applications_Places_System m @w&dunm 17:43

na // ZFS applianc

2zfs-auto-snap_frequent-2017-04-26-18h0L

Fle Edit View Go Bookmarks Help

e et view Goack - Provard - D WA O B R sox Qutver - JQ

7426 April 2017 06:01:03 PM CEST - 0K

1 openindiana // ZFs ap... x | @ Password: Al
- root@penindia
*a 9 3 A = s .

file Edt(€) ® |toc 100: f12g5=200| 13 snapshots ~
en) L 1 Obyt Tisday, 559
. - O . ytes o “Automatic Snapshot
S Created: 26 Apri 2017 06:01.03 PM CEST
Places - ox Size: 0K 7-04-26-18h01
About Help Services System User Disks Pools shots Comstar Jobs _Extensions NemrrE I uto-snap_frequent-201 ho1
e e O EOED o i Computer | Name. ~ [Size ‘Typs_e TDate Modified | Owner Permission
System > User > Disks > Pools > 2 nsions €) O locahhost 61| & admin » ||| napp-in-one pdf 11items folder 26 April 2017 05:57:31 PM CEST root - Super-User drwxrwxrw

6 Desktop

napp-iteval openind L File System
| B pocuments
About Help Servi b || napp-it pdf at bookicc  1item folder 26 April 2017 05:57:35 PM CEST root - Super-Us rwxrw

> ||| napp-itorg 6items folder 26 Aprl 2017 05:57:26 PM CEST root - Super-User drwxrwxrw
> ||| napp-t pdf 6items folder 26 April 2017 05:57:35 PM CEST root - Super-User drwxrwiw

Home:» Jobs  Music b ||| resotre repiicatedlu  2items folder 26 Aprl 2017 05:57:26 PM CEST root - Supe rwxrw
Autosenice - BN g pictures b [ screenshots 7items folder 26 Apri 2017 05:57:27 PM CEST root - Super-User drwxrwxrw
Jobs B videos |» | setup openindiana 2items folder 26 April 2017 05:57:27 PM CEST root - Super-User drwxrwxrw,

Joblog  Text1  opt1)
(@ openind... &

Network
@ srowse Nt

t1on € 2010-2016 Use 15 subject to license terns

Nt Valid Orderfrenewonine

complete epenindiana_30day_evaluation-25052017... 25052017 29 days

snap 1493222322
snap 1453222013

S1T4L3 w1605, 2 users, load average: 0.54, 0.30, 0.2¢

7 itemns, Free space: 116 GB.
o snapst

Cat: waltise b% ICPU busyf105_avr
W vat  waitasios B woo

_zFSfolder and

@ openindiana // ZF5 app...

%/ W Terminal @ openindiana // ZFS app... [ zfs-auto-snap_frequen...

- use menu System > preferences (Ol GUI) to increase screen resolution
- use filebrowser to manage files locally
- use Timeslider (filemanager function to browse snaps) to open a folder and go back in time over snaps

Keep language settings to usfen or some scripts may not work due to different ZFS date string


https://wiki.openindiana.org/oi/MATE+1.18+Desktop
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3.5 Remote graphical management via VNC Server/ Mate
- https://wiki.openindiana.org/oi/4.7+Remote+Graphical+Login:+Using+Xvnc+and+gdm+for+0One-Shot+sessions

Enable VNC Server and use VNC viewer (OSX, Linux, Windows,..) to connect

- O >
M 0i2017.04 // ZFS applian. %

& C' | ® 172.16.16.15:81/cgi-bin/admin.pl?id=admin, 1495222123, VpAiOBbskRUIvmgW&action=&11=02_ &g vr| ©
% Apps M omni4 // ZFS applian Neuer Ordner Aus Firefox importiert

nopp-k free 0i2017.04 zrs appliance v. 17.04 dev Apr.30.2017 | logout: admin | sol | Edit| Mer | Ace |

About Help Services System User Disks Pools ZFSFilesystems Snapshots Comstar Jobs Extensions

home > Services > VNC Server Mate Proonly Pool® Cap® Disk@® Net@® CPUD Job®
VNC Server on Ol Mate | | emd I

VNC settings for Openindiana Mate

VNC Server enabled (true=on): frue »

submit I

User VNC-Viewer (any platform) to connect via VNC

-
»
VNC Viewe ~ O X
Datei Ansicht Hilfe \
u L
i |VNC Server-Adresse 172.16.16.15 (x11) - VNC Viewe — m] '
‘ 012017.04 = E| Fri May 19, 21:01

172.16.16.1

admin|

o |

Cancel

Enter your password

Log In

Local + remote management and especially Timeslider are killer features of the GUI version of Openlindiana


https://wiki.openindiana.org/oi/4.7+Remote+Graphical+Login:+Using+Xvnc+and+gdm+for+One-Shot+sessions
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4. Oracle Solaris 11.x (the genuine Solaris)

Oracle Solaris is a commercial OS. You can download Solaris for tests and development from http://www.oracle.
com/technetwork/server-storage/solaris11/downloads/index.ntml. Any commercial use requires a paid subscription
that covers support and bugfixes.

4.1 Setup Solaris

Solaris is available as text edition and a GUI edition. This is similar to Openlindiana.
Setup of Solaris is quite identical to Openindiana so follow the steps from there.
Keep language settings to usfen or some scripts may not work due to different ZFS date strings

4.1 Setup Solaris on ESXi

Solaris runs on ESXi. Install Solaris to a 30GB virtual disk an a local datastore. You must then install vmware-tools.
You can use the genuine tools from ESXi. For a current ESXi 6.5 you can download the vmtools from vmware.

Up to ESXi 6.0 Solaris tools are included in the boot iso in file \TOOLS.TOO\tools-light.tar\6.0\vmtools\ (open in 7zip)
With current ESXi 6.5 vmware tools for Solaris are available from Vmware as a seperate download,
search Solaris tools at vmware

4.2 Setup Solaris 11.4

Solaris 11.4 offers ZFS v43+, NFS 4.1, SMB3, Dedup2, fast sequential resilvering and
encryption as a filesystem property. Solaris is a coomercial enterprise 0S. For noncommercial and dev use,
you can use the free Solaris 11.4 CBE (newest 11.4 beta)

Oracle Solaris with the genuine ZFS is the fastest and most feature rich ZFS server.

The new Solaris 11.4 comes with ZFS v.43, dedup2, ultrafast sequencial resilvering, ZFS encryption as a
filesystem property (different keys per filesystem) and at service level SMB3 and NFS 4.1 and vdev remove incl
remove of raid-z vdevs.

Installation details see
http://napp-it.org/downloads/solaris_en.html
napp-it supports Solaris 11.4 up from release 18.12

Solaris 11.4b manuals
https://docs.oracle.com/cd/E37838_01/


http://napp-it.org/downloads/solaris_en.html
https://docs.oracle.com/cd/E37838_01/
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5. Napp-it on Linux (beta, no support)

Napp-it on Linux supports ZFS and Snapmanagement, Jobmanagement and basic share management (not the
featureset of the Solaris version). As Linux is quite different on every distribution or release regarding ZFS setup,
ZFS upgrade, disk identification, service management, package manegement or the installed tools it does not offer
the ,it just work, zero config" experience. Especially care on OS updates as this can break ZFS.

Napp-it expects that you have a working Linux with ZFS and sudo installed. If sudo is missing example on Debian
Install it via apt-get install sudo. You can then run the reqular napp-it installer (user root from directory [root):
wget -0 - www.napp-it.org/nappit | perl

Then you must initially configure sudo, add a napp-it user and create a start command via

sh [var/web-gui/data/tools/linux/napp-it. After this initial command, you can start napp-it via commands
napp-it and stop napp-it via command napp-it-stop. napp-it and the job script auto.pl are not started
automatically on bootup as the needed commands differ from distributions.

Initial Command overview (user root in [root):

add sudo apt-get install sudo
download napp-it wget -0 - www.napp-it.org/nappit | perl
initial setup sh [var/web-gui/data/tools/linux/napp-it

Start/stop of napp-it

start napp-it napp-it

stop napp-it napp-it-stop

Autostart

Autostart of napp-it autostart the script napp-it on bootup

Autostart of the jobs start (cron every minute): [var/web-gui/data/napp-it/zfsos/_lib/scripts/auto.pl

Disk enumeration
When you have created a pool, you should export/import to pool to use wwn disk enumaration

On problems Linux napp-it may run if you install sudo, unzip, wget, netcat and mini-http manually prior napp-it:

6. napp-it Setup and Update

6.1 napp-it to go

This is a predonfigured ready to run image of OmniOS + napp-it
Images are available as .ova template for ESXi and an Sata image that you can clone to the same SSD.

6.2 manual setup of napp-it (this is the recommeded barebone setup method)

Napp-it can be installed/repaired/updated via an online installer.
Login as root and enter (from root directory):

wget -0 - www.napp-it.org/nappit | perl

6.3 Online Update/ downgrade of napp-it

napp-it updates are independently from OS updates. You can update via menu About > update

You can then online update to a newer release or switch to an already downloaded. Last 5 downloads remain
available for a update/downgrade. A reboot is not needed. Napp-it creates a backup boot environment prior an
update/downgrade. This allows to boot into the former state of the OS.
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Update napp-it Free
With napp-it Free you can update/downgrade between free software releases ex 17.01free, 17.06free
Update napp-it Pro

With napp-it Pro you can update/downgrade between all software releases ex 17.01pro, 17.05dev
If you use napp-it Pro you must update to a napp-it Pro software release for all Pro features.

8. Other manuals

All-In-One (virtualised SAN) http://www.napp-it.org/doc/downloads/napp-in-one.pdf

Build Examples http://www.napp-it.org/doc/downloads/napp-it_build_examples.pdf
SMB 10G Tunings on OSX/ Windows: http://napp-it.org/doc/downloads/performance_smb2.pdf
Advanced user: http://www.napp-it.org/doc/downloads/advanced_user.pdf

Tuning: http://napp-it.org/manuals/tuning_en.html

more: http://napp-it.org/manuals/index_en.html

LX container on OmniOS 151022:
OmniQOS suppports LX branded zones for lightweight virtualisation of Linux VMs

- Oracle Solaris 11.3+ (commercial OS) www.oracle.com/technetwork/server-storage/solaris11/downloads
manuals http://www.oracle.com/technetwork/documentation/solaris-11-192991.html|

- Openlindiana Hipster (with a desktop option), community project based on Illumos www.openindiana.org
Wiki, manuals https://[www.openindiana.org/

- OmniOS (free and stable Solaris fork), community project based on Illumos www.omniosce.org
Wiki: https://github.com/jfqd/OmniOSce-wiki
Downloads: https://downloads.omniosce.org/media/ or a mirror like
http://openzfs.hfg-gmuend.de
Community repo is https://pkg.omniosce.org/r151022/core/en/index.shtml and
Changelog https://github.com/omniosorg/omnios-build/blob/r151022/doc/ReleaseNotes.md

OmniQS and Openindiana are distributions of the free Solaris fork lllumos.
This fork is based on the last release of OpenSolaris and beside encryption quite identical to Solaris 11 Express

The manuals for Solaris 11 Express can be found under (use download pdf links only)
http://archive.is/snZaS


http://napp-it.org/doc/downloads/performance_smb2.pdf
http://napp-it.org/manuals/index_en.html
http://www.oracle.com/technetwork/documentation/solaris-11-192991.html
https://www.openindiana.org/
https://github.com/jfqd/OmniOSce-wiki
http://omnios.omniti.com/ 
http://openzfs.hfg-gmuend.de
https://pkg.omniosce.org/r151022/core/en/index.shtml
https://github.com/omniosorg/omnios-build/blob/r151022/doc/ReleaseNotes.md
http://archive.is/snZaS
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7. Setup napp-it Master Image (napp-it togo VM)

1. Install OmniOS or Ol
2. set compress=Iz4 rpool
3. set network

dladm show-link
ipadm create-if 100090 (replace 100090 with your link)

3.1 use DHCP (or skip to 6.0 to use a static adress)
ipadm create-addr -T dhcp e100090/dhcp

3.2 add nameserver
echo ,nameserver 8.8.8.8' >> [etc/resolv.conf

3.3 use dns (copy over DNS template)
cp [ete/nsswitch.dns [ete/nsswitch.conf

If something happens (typo error), retry, opt. delete interface ex ipadm delete-if €1000g0

4 install napp-it
wget -0 - www.napp-it.org/nappit | perl

5. passwd root
6. enable SSH root, login via putty and set basic tuning
7. opt pkg uninstall gce-51 (32GB)

8. set TLS (encrypted mai)
pkg install developer/gcc6 (optional, C compiler required, on Ol use pkg install developer/gcc-6)
perl -MCPAN -e shell
# optionally:
install CPAN
reload cpan
notest install Net::SSLeay
notest install 10::Socket::SSL
notest install Net::SMTP::TLS
exit;

9. disable SSH root
10. set base tuning option
11. delete all BE and create a backup.setup BE

12. run (Sata image only, removes all nic settings)
perl [var/[web-gui/data/tools/other/prepare_image.pl

13. halt

14. clone
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AiO ESXi VM (additional steps)

- pkg install open-vm-tools

-create two vnics: €1000 and vmxnet3
use 1000 for management and vmxnet3 for data, using different ones makes identification easier
set vnics to default VM network

- edit resolv.conf

domain local

nameserver 8.8.8.8

- set default - tuning

- remove old napp-it releases from [var/web-gui/

- remove [var/web-qui/_log/appliance.log und socketserver.log

- disable SSH root

- reduce BE to:

omnios

omnios.backup

- export OVA template (single file)



